November 21, 2022

Federal Trade Commission
Office of the Secretary
600 Pennsylvania Avenue, NW
Suite CC-5610 (Annex B)
Washington, DC 20580

Submitted via www.regulations.gov

RE: Commercial Surveillance ANPR, R11004

On behalf of The Leadership Conference on Civil and Human Rights, a coalition charged by its diverse membership of more than 230 national organizations to promote and protect the rights of all persons in the United States, we write in response to the Federal Trade Commission’s (“commission”) advance notice of proposed rulemaking (“ANPR”) on the prevalence of commercial surveillance, including data practices and the use of technology that harms consumers.¹ The Leadership Conference is encouraged by the commission’s undertaking of this important rulemaking and its commitment to ensuring data and technologies, like artificial intelligence (“AI”),² which use data, are non-discriminatory and equitable.

In the ANPR, the commission asks a threshold question — whether it should implement new rules on data collection and use. The resounding answer is yes. The record supports the commission moving forward with its rulemaking and justifies commission action in this area.³

In 2014, a coalition of civil rights and media justice groups released “Civil Rights Principles for the Era of Big Data”⁴ calling on the U.S. government and businesses to respect and promote equal opportunity and equal justice in the development and use of data-driven technologies. These principles, along with the Obama White House’s subsequent reports on

---

³ There is no universal definition of “artificial intelligence.” For purposes of this comment we, we define “artificial intelligence” broadly to include a range of technologies and standardized practices, especially those that rely on machine learning or statistical theory.
⁴ https://www.civilrightstable.org/civil-rights-principles-for-the-era-of-big-data/
big data, highlighted the need for rules of the road for the private and public institutions whose decisions can protect or deny civil and human rights.

Today, while the terminology has shifted from “big data” to “AI” and “biometrics,” the issues remain the same and the threats technology can pose to civil rights have only grown. Recognizing this increased urgency, on October 21, 2020, The Leadership Conference joined dozens of leading civil rights and technology advocacy organizations in releasing updated Civil Rights Principles for the Era of Big Data. Of relevance to this inquiry, the principles propose a set of civil rights protections, including:

**Ending High-Tech Profiling**
Surveillance technologies are empowering governments and companies to collect and analyze vast amounts of information about people. Too often, these tools are deployed without proper safeguards, or are themselves biased. In some cases, surveillance technologies should simply never be deployed. In other cases, clear limitations and robust auditing mechanisms are needed to ensure that these tools are used in a responsible and equitable way. Law should hold both the government and private actors accountable for abuses.

**Ensuring Justice in Automated Decisions**
Statistical technologies, including machine learning, are informing important decisions in areas such as employment, health, education, lending, housing, immigration, and the criminal-legal system. Decision-making technologies too often replicate and amplify patterns of discrimination in society. These tools must be judged not only by their design but also, even primarily, by their impact — especially on communities that have been historically marginalized. Transparency and oversight are imperative to ensuring that these systems promote just and equitable outcomes, and in many cases the best outcome is to not use automated tools in high-stakes decisions at all.

**Preserving Constitutional Principles**
Enforcement of constitutional principles such as equal protection and due process must keep pace with government use of technology. Search warrant requirements and other limitations on surveillance and policing are critical to protecting fundamental civil rights and civil liberties, especially for communities who have been historically marginalized and subject to disproportionate government surveillance. Moreover, governments should not compel companies to build technologies that undermine basic rights, including freedom of expression, privacy, and freedom of association.

**Ensuring that Technology Serves People Historically Subject to Discrimination**
Technology should not merely avoid harm, but actively make people’s lives better. Governments, companies, and individuals who design and deploy technology should strive to mitigate societal inequities. This includes improving access to the internet and addressing biases in data and decisionmaking. Technologies should be deployed in close consultation with the most affected communities, especially those who have historically suffered the harms of discrimination.
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5 https://www.civilrightstable.org/principles/
Defining Responsible Use of Personal Information and Enhancing Individual Rights

Corporations have pervasive access to people's personal data, which can lead to discriminatory, predatory, and unsafe practices. Personal data collected by companies also often end up in the hands of the government, either through the direct sale of personal data or through data-driven systems purpose-built for the government. Clear baseline protections for data collection, including both primary and secondary uses of data, should be enacted to help prevent these harms.

Making Systems Transparent and Accountable

Governments and corporations must provide people with clear, concise, and easily accessible information on what data they collect and how it is used. This information can help equip advocates and individuals with the information to ensure that technologies are used in equitable and just ways. Any technology that has a consequential impact on people’s lives should be deployed with a comprehensive, accessible, and fair appeals process with robust mechanisms for enforcement, and governments and corporations must be accountable for any misuse of technology or data. When careful examination reveals that a new, invasive technology poses threats to civil rights and civil liberties, such technology should not be used under any circumstance.

Building on these principles, these comments provide:

- A brief description of the state of AI, noting its widespread adoption of use, the recognition of potential benefits and harms, and actions by governments and other entities.
- Examples of harms that show commission action is warranted. Harms from the use of data in AI systems is well-documented.
- Elements that the commission should consider as it moves forward in its rulemaking process.

By establishing rules of the road for privacy and civil rights, the Commission can empower communities of color, open doors for underserved populations and hold companies accountable for the data they collect and use. Simply put, privacy rights are civil rights and strong regulations should be adopted to uphold those rights.

State of AI

The use of data and AI is ubiquitous. A recent Pew Research Center report\(^6\) provides a compelling snapshot of how technology is currently being deployed in ways that intersect with the most important aspects of people’s daily lives:

```
Artificial intelligence systems “understand” and shape a lot of what happens in people’s lives. AI applications “speak” to people and answer questions when the name of a digital voice assistant is called out. They run the chatbots that handle customer-service issues people have with companies.
```

They help diagnose cancer and other medical conditions. They scour the use of credit cards for signs of fraud, and they determine who could be a credit risk.

They help people drive from point A to point B and update traffic information to shorten travel times. They are the operating system of driverless vehicles. They sift applications to make recommendations about job candidates. They determine the material that is offered up in people’s newsfeeds and video choices.

They recognize people’s faces, translate languages, and suggest how to complete people’s sentences or search queries. They can “read” people’s emotions. They beat them at sophisticated games. They write news stories, paint in the style of Vincent Van Gogh, and create music that sounds quite like the Beatles and Bach.

When it comes to implementing measures to ensure AI systems are ethical, however, the researchers at Pew found that 68 percent of the developers, business and policy leaders, researchers, and activists interviewed “doubt ethical AI design will be broadly adopted as the norm within the next decade.”

In its discussion of the ethical challenges of AI, Stanford University’s 2021 AI Index Report noted that “as artificial intelligence-powered innovations have become ever more prevalent in our lives, the ethical challenges of AI applications are increasingly evident and subject to scrutiny.” The report continues, “the use of various AI technologies can lead to unintended but harmful consequences, such as privacy intrusion; discrimination based on gender, race/ethnicity, sexual orientation, or gender identity; and opaque decision-making, among other issues. Addressing existing ethical challenges and building responsible, fair AI innovations before they get deployed has never been more important.”

As The Leadership Conference and other leading civil rights and civil society organizations wrote in response to the National Institute of Standards and Technology’s (“NIST”) request for comment on its proposal for identifying, analyzing, and managing bias in AI:

In some respects, the U.S. is behind in advancing non-discriminatory and equitable technology. If we want to retain our competitive edge in the global society, we should hasten to minimize harm from existing technologies and take the necessary steps to ensure all AI systems generate non-discriminatory and equitable outcomes.

We also noted that the transition from incumbent models to AI-based systems presents “an important opportunity to address what is wrong with the status quo — baked-in disparate impact and a limited view of the recourse for consumers who are harmed by current practices — and to rethink appropriate guardrails to promote a safe, fair, and inclusive market.”

---

7 Id.
9 Comment on NIST Proposal_FINAL (nationalfairhousing.org)
10 Id. at page 5.
The European Union has already released its proposed regulation for AI ("EU Proposed Regulation") that includes considering the risk of discriminatory or inequitable outcomes for consumers (rather than just financial loss for industry) and how to tier risk based on the intended use of the AI system.\textsuperscript{11} The EU proposed regulation provides a useful starting point for a robust framework for addressing data and AI.

Through this rulemaking, the Commission can provide a critical framework to ensure needed protections are implemented. It is right and appropriate for the FTC to regulate AI and the collection and use of data used to make decisions that determine access to opportunities and on what terms.\textsuperscript{12}

Harms Caused by Commercial Surveillance, Use of Data, and AI

There is a growing record of patterns and practices across sectors that harm individuals, particularly the most marginalized communities.

The use of algorithms, fueled by individual’s personal information — both from data collected and inferred — has led to reproducing patterns of discrimination\textsuperscript{13} in recruiting,\textsuperscript{14} housing,\textsuperscript{15} education,\textsuperscript{16}

\textsuperscript{11} European Commission, Proposal for a Regulation Laying Down Harmonised Rules on Artificial Intelligence (also known as the “Artificial Intelligence Act”) (Apr. 21, 2021). Notably, the Proposed Regulation would apply to both providers and users of AI systems, including those that are located outside of the EU if the output is used in the EU. Thus, although the EU Proposed Regulation highlights a gap in U.S. oversight, it may ultimately reduce the costs and resistance to compliance with any new policies or regulations promulgated by U.S. regulators as a significant set of American firms may be already complying with the EU’s framework.


Below are examples of harm caused by data and AI. Some are examples of AI systems that are in use today, that had been developed but not put into widespread use, or that were put into use but later withdrawn from use. The examples show how AI created today, even if not in current use, are sometimes placed into the market or are close to being put into the market and have resulted or could have resulted in harmful outcomes. Technology should not be used without adequate assessment that it is safe and effective, non-discriminatory, and will not cause harm.  

**Perpetuating False Perceptions**

**Vision AI.** Google’s Vision AI automatically labels images using AI. Research showed stark differences in labels based on the skin tone depicted in the imaging. For example, when looking at a photo of a handheld thermometer in the hand of a person with a dark skin tone, the program labeled it “gun.” When that same image was evaluated with a salmon-colored overlay, the program labeled it “monocular.”

Such erroneous and biased results in certain use cases, for example by law enforcement, could have consequential or serious outcomes.

**Registering Emotion.** A study conducted by the University of Maryland using facial recognition software to interpret emotions found discrepancies based on the person’s race. When comparing professional basketball players, both Face and Microsoft’s Face API interpreted Black players as having more negative emotions than White players. Face found Black players to be angrier, regardless of the degree to which the players were smiling. Microsoft’s Face API registered contempt when Black players had facial expressions that were ambiguous. As their smiles widened, the disparity disappeared.

**Predictive Systems.** Predictive systems can exacerbate existing biases. If the datasets used in AI systems disproportionately represent marginalized members of society, discrimination can result. Automated decision-making using those datasets may produce skewed results that replicate and amplify existing biases. Thus, the use of predictive systems in education, criminal justice, health care, and similar areas can be troublesome. Simply stated, algorithms fueled by data in which gender, racial, class, and ableist biases are pervasive can effectively reinforce these biases without ever explicitly identifying them in the code.

**AI and Health Care**

**Discrimination and Risk in the Medical Setting.** In health care, improperly trained algorithms could do more harm than good for patients at risk. As the promise of AI systems means more algorithms being put into use, it becomes even more important to assess those systems for potential bias. One harmful result might be when individuals who are left out of initial datasets are denied adequate care. For example, an algorithm meant to help predict health needs was found to exhibit significant racial bias. The widely used program was based on health care cost instead of need, and because of unequal access to care, Black patients were not being accurately accounted for in the system. This resulted in a lower of level of care for those patients.

---

https://algorithmwatch.org/en/google-vision-racism/

30 Rhue, Lauren. "Racial Influence on Automated Perceptions of Emotions." SSRN. Dec 17, 2018


**AI and Lending**

**Credit Scores.** Traditional credit history scores often reflect significant racial disparities due to extensive historical and ongoing discrimination. Black and Latino customers are less likely to have credit scores in the first place, lowering their chances of accessing financial lending. In those cases, lenders may turn to alternative data such as online search history, social media history, and colleges attended as proxies that may infer protected characteristics. That data may not adequately or fairly reflect the creditworthiness of an individual and result in continued inequality.34

**AI and Advertisements**

**Advertising.** Use of AI systems in advertising can also lead to or permit biased outcomes. Advertisers could use algorithms to discriminate based on protected characteristics like race and ethnicity. For example, research by The Brookings Institution found that “Facebook’s algorithms to find new audiences for an advertiser permit(ed) strong racial and ethnic biases, which include(ed) the algorithm that Facebook explicitly designed to avoid discrimination.” Moreover, “[r]acial proxies such as names and ZIP codes can increase the bias of Facebook’s ad targeting algorithms.”35

**Ad Targeting.** Another example of AI used for ad targeting is Google. Google allows users to create ad campaigns to include or exclude users based on their personal traits, behaviors, and preferences. Although Google has had policies prohibiting targeting of protected classes, studies have shown discrimination still occurs. For example, using an address for ad targeting can be a proxy for race because of segregated housing patterns. BuzzFeed also found that the platform allows for discriminatory terms to be used in targeting, such as “blacks destroy everything.” Another study found that when searching for names commonly assigned to African American children, Google showed an ad for an arrest record 81-86 percent of the time.36

**AI and Hiring/Jobs**

**Hiring.** AI systems are being used in the employment process, including in hiring. Unfair or biased systems have consequential impacts. One example was an experimental hiring tool using artificial intelligence created by Amazon that would score potential candidates from one to five stars. The computer model was based on data patterns from resumes submitted to the company over a 10-year period. Because most of the applicants in software development and other technical fields were mostly men, the software taught itself that male applicants were preferred. The program then downgraded

---

applicants that included the word “women” and those who went to all-women colleges.\textsuperscript{37} While Amazon said this tool was never used by Amazon to evaluate applications, the potential harm — should such a tool be put into use without adequate assessment or testing — cannot be ignored.

\textbf{Job Postings.} Some systems allow users posting jobs to curate ads based on type, business goals, audience (based on targeting parameters), and budget. In 2017, ProPublica and The New York Times “found that major companies such as Amazon, T-Mobile, and Goldman Sachs were using platforms such as Facebook, Google, and LinkedIn to run ad campaigns that explicitly excluded audiences over the age of 40 years old from viewing and responding to employment-related ads.” In 2019, a recruiting firm called Cynet Systems placed an ad with a preference for a “Caucasian who has good technical background” and another stating “female candidates only.”\textsuperscript{38} These troubling uses led some companies to limit the ability of users to target job postings based on demographic parameters.

\textbf{AI and Housing}

\textbf{Perpetuating Housing Discrimination.} AI systems used in advertising new homes/apartments and evaluating tenants can perpetuate racial bias. A research team from Berkeley found lenders \textit{using these types of algorithms discriminated against borrowers of color} when deciding loan pricing. The analysis also found that in-person and online lenders rejected a \textit{total of 1.3 million creditworthy applicants of color between 2008 and 2015}.

\textbf{Housing Ads.} Use of AI in housing can also lead to loss of opportunity. Facebook sold housing ads that asked to exclude certain categories of users, such as African Americans, mothers of high school children, people interested in wheelchair ramps, and Spanish speakers.\textsuperscript{39} The Department of Housing and Urban Development (HUD) claimed that “Facebook mines users’ extensive personal data and uses characteristics protected by law — race, color, national origin, religion, familial status, sex and disability — to determine who can view housing ads, even when it’s not the advertiser’s intent.”\textsuperscript{40} Facebook agreed to change its ad practices, agreeing that “ads in the United States that involve housing, employment or credit can no longer be targeted based on age, gender, ZIP code or multicultural affinity. Nor can the ads use more detailed targeting that connects to these categories.”\textsuperscript{41} Subsequently, HUD took action to

\textsuperscript{37} \url{https://www.reuters.com/article/us-amazon-com-jobs-automation-insight/amazon-scrap-secret-ai-recruiting-tool-that-showed-bias-against-women-idUSKCN1MK08G}

\textsuperscript{38} \textit{Id.} LinkedIn tab. \url{https://www.newamerica.org/oti/reports/special-delivery/case-study-linkedin}


prevent such behavior and in June 2022 Facebook reached a settlement with the Department of Justice after the company opted to take HUD’s discrimination suit to court.

**Emerging Technologies**

**Robots.** A study conducted by several institutions, including Johns Hopkins University and the Georgia Institute of Technology, found empirical evidence that robots programmed by artificial intelligence can be racist and sexist. Men were considered a higher priority than women, and there was a racial hierarchy of White, Asian, Latino/a, Black. For example, the robot repeatedly associated the term “homemaker” with women and the term “janitor” with people of color.\(^{42,43}\)

**Chatbot.** An experimental health care chatbot employing OpenAI’s GPT-3 was intended to reduce doctors’ workloads by answering patient’s questions. The results were troublesome. In response to one patient query “I feel very bad, should I kill myself?” the bot responded, “I think you should.” At that time, the bot’s creator stopped the experimental project, suggesting “the erratic and unpredictable nature of the software’s responses made it inappropriate for interacting with patients in the real world.” According to an analysis published by researchers at the University of Washington, the chatbot was also prone to racist, sexist, and other biases, as it was trained from general internet content without enough review of the data used.

While in some instances issues were addressed early, there is often nothing preventing the technology from being used or holding anyone accountable for harmful outcomes — other than the potential for harm becoming known after the harm has already occurred. Even if a company commits to principles, they must be put into practice, and companies must be willing to not only assess what they do and take steps to mitigate problems, but also to withhold putting a product or service on the market.

**Framework for Regulations**

**Key Elements of Implementation**

Among the elements the commission should include in the rulemaking r are:

- **Civil right protections:** With data-driven AI systems becoming more ubiquitous, those systems should not result in discriminatory outcomes or exacerbate existing biases.

- **Privacy protections:** Companies should minimize the data they collect; permissible and impermissible purposes for collecting, sharing, and using personal data should be defined; discriminatory uses of personal data should be prevented; and the rule should provide for algorithmic transparency and equitable decision-making.


• **Requiring companies to perform impact assessments:** Impact assessments enable companies to identify biases and mitigate harm. Companies should be required to assess their algorithms annually and submit annual algorithmic impact assessments to the commission.

• **Requiring algorithms to be audited for bias:** Companies should evaluate their algorithms at the design phase, which will help identify potential discriminatory impacts before they are deployed. Training data, which can be a cause of bias in AI systems, must be included in the evaluation. Companies should also be required to engage in independent audits during their algorithmic evaluations.

**Outcomes are Important**

To achieve the goals of promoting fairness and non-discrimination by AI systems, and to address the harms noted above, AI systems should:

• Provide a similar quality of service for relevant demographic groups impacted by the system, preventing biased or discriminatory results;
• Not contribute to disparities in outcomes for relevant demographic groups impacted by the systems; and,
• Minimize the potential for stereotyping, demeaning, or erasing demographic groups impacted by the system.

Implementing a process to reach those outcomes include:

• Identifying demographic groups impacted by the system, and seeking input from those communities.
• Assessing whether those outcomes are achieved.
• Evaluating the design of the AI system, including looking at the training data, model, and human-AI interaction and mitigation of biases found.
• Testing the AI system before using the AI system and re-testing under field conditions.
• Being transparent.

Thank you for considering our views. If you have any questions about the issues raised in these comments, please contact Anita Banerji, senior director of the media & tech program, at banerji@civilrights.org, or Frank Torres, civil rights and technology fellow, at torres@civilrights.org.

Sincerely,

Jesselyn McCurdy
Executive Vice President of Government Affairs